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1. Introduction

1.1. Background Information

Distracted driving is a major problem that contributes to millions of car accidents and injuries every year. In the United States, one in five car accidents is caused by distracted driving. This translates to 425,000 people injured and 3,000 people killed by distracted driving every year. The first DDDR projects using AI were developed in the early 2000s. These projects were relatively simple and could only detect a few types of distractions. However, recent advances in AI have led to the development of more sophisticated DDDR projects that can detect a wider range of distractions. Overall, AI has the potential to make a significant contribution to the development of distracted driver detection systems. As the technology continues to improve, AI-based systems will become more accurate, scalable, and cost-effective. This will make them more widely available and effective in preventing accidents.

1.2 Motivation and Objective

The motivation behind the distracted driver detection project using AI is to enhance road safety and reduce the number of accidents caused by drivers who are distracted while driving. Distracted driving is a significant problem worldwide, and it includes activities such as texting, talking on the phone, eating, or using in-car technologies while operating a vehicle. These distractions can significantly impair a driver's ability to react to hazards and increase the risk of accidents.

The objective of the distracted driver detection project is to develop an AI-based system that can accurately identify and classify instances of distracted driving in real-time. By analyzing various data sources, such as video feeds from in-car cameras or sensors, the AI model can detect signs of distraction, including head movements, eye gaze patterns, hand gestures, and other relevant cues.

1.3 Members and Role Assignments

|  |  |
| --- | --- |
| **Team Member** | **Role** |
| Meshal Aldajani | Data Cleaning | Data Labeling | Model Training |
| Abdullah Alsaab | Data Augmentation | Model Training |
| Martada Albaik | Data Splitting | Model Testing | Model Deployment |
| Ghassan Alward | Data Normalization | Model Testing |
| Sara Alahmari | Data Preprocessing | Model Testing |
| Ruba Almohya | Data Collection | Model Training |

1.4 Schedule and Milestones

|  |  |  |
| --- | --- | --- |
| **Date** | **Task** | **Milestones** |
| 31/7/2023 | Data Collection |  |
| 1/8/2023 – 5/8/2023 | Data Cleaning |  |
| Data Augmentation |  |
| Data Splitting |  |
| 6/8/2023 – 9/8/2023 | Data Normalization |  |
| Data Pre-processing |  |
| Data Labeling |  |
| 10/8/2023 – 16/8/2023 | Model Training and Testing | ✓ |
| 14/8/2023 – 16/8/2023 | Model Deployment | ✓ |

2. Project Execution

2.1 Data Acquisition

The data was taken from Kaggle <https://www.kaggle.com/c/state-farm-distracted-driver-detection/data>.

It can be categorized by 10 classes:

* c0: safe driving
* c1: texting - right
* c2: talking on the phone - right
* c3: texting - left
* c4: talking on the phone - left
* c5: operating the radio
* c6: drinking
* c7: reaching behind
* c8: hair and makeup
* c9: talking to passenger

2.2 Training Methodology

1. Collect a dataset of images or videos of drivers in both distracted and non-distracted states. This dataset should be as large and diverse as possible, to ensure that the AI model can learn to recognize a wide range of distracted behaviors.
2. Label each image or video in the dataset with the driver's state. This can be done manually or automatically.
3. Use a deep learning algorithm to train a model on the labeled dataset. The most common deep learning algorithms for distracted driver detection are convolutional neural networks (CNNs).
4. Evaluate the performance of the trained model on a held-out test dataset. This will help to ensure that the model is not overfitting to the training data.
5. Deploy the trained model to a real-world system for detecting distracted drivers.

2.3 Workflow

1. Data collection. The first step is to collect a dataset of images or videos of drivers engaged in different activities, including safe driving, texting, talking on the phone, drinking, etc. This dataset can be collected from public sources, such as Kaggle, or it can be collected by using a dash cam or other recording device.
2. Feature extraction. Once a dataset of images or videos has been collected, the next step is to extract features from each frame. These features can be used to represent the driver's facial expressions, head position, eye gaze, and other visual cues that can be used to identify distracted driving.
3. Model training. The extracted features are then used to train a machine learning model. This model can be a traditional machine learning algorithm, such as a support vector machine or a random forest, or it can be a deep learning algorithm, such as a convolutional neural network.
4. Model evaluation. Once the model has been trained, it is important to evaluate its performance on a held-out test set. This will help to ensure that the model is not overfitting to the training data and that it can generalize to new data.
5. Model deployment. Once the model has been evaluated and found to be effective, it can be deployed in a production environment. This could involve using the model to detect distracted drivers in real time and issuing warnings to the driver or to law enforcement.

2.4 System Diagram

The system consists of the following components:

* Camera: This captures images or video of the driver's face and surroundings.
* Image processing: This extracts features from the images or video, such as the driver's facial expressions, head pose, and eye gaze.
* Machine learning model: This uses the extracted features to classify the driver's behavior as distracted or not distracted.

The system can be implemented in a variety of ways, depending on the specific hardware and software that is available. For example, the camera could be a built-in camera on a car or a separate camera that is mounted in the vehicle. The image processing and machine learning models could be implemented on a cloud server or on a dedicated device in the vehicle.

The system can be used to detect a variety of distracted driving behaviors, such as:

* Talking on a cell phone: The driver's facial expressions and head pose can be used to identify if they are talking on a cell phone.
* Texting: The driver's eye gaze can be used to identify if they are looking at their phone.
* Eating or drinking: The driver's facial expressions and hand movements can be used to identify if they are eating or drinking.
* Adjusting the radio or navigation system: The driver's hand movements can be used to identify if they are adjusting the radio or navigation system.
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